Implementation of a programmable neuron in CNTFET technology for low-power neural networks

Seyed Moosa Seyed Aalinejad

Department of Electronics, Urmia University of Technology, Urmia, West Azerbaijan, Iran

Received 27 November 2019; revised 06 March 2020; accepted 06 March 2020; available online 19 March 2020

Abstract
Circuit-level implementation of a novel neuron has been discussed in this article. A low-power Activation Function (AF) circuit is introduced in this paper, which is then combined with a highly linear synapse circuit to form the neuron architecture. Designed in Carbon Nanotube Field-Effect Transistor (CNTFET) technology, the proposed structure consumes low power, which makes it suitable for the implementation of high-throughput Neural Networks (NNs). The main advantage of the proposed AF circuit is its higher accuracy for the generation of hyperbolic tangent function compared to the previously reported works. Moreover, the programmability feature for the slope and the position shifting enhances the adaptability of the designed neuron for different types of neural systems, especially Multi-Layer Perceptrons (MLPs). There is also excellent compatibility between the synapse and activation circuits, which illustrates another notable privilege of the proposed neuron. Simulations using HSPICE for CNTFET 32 nm standard process have been carried out for the designed scheme to indicate the correct operation. Based on the results, all of the claimed advantages can be proved clearly while the power dissipation is 6.11 µW from the 0.9 V power supply. Also, an accuracy of 98% has been achieved for the AF circuit.
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INTRODUCTION
As the definition suggests, the set of procedures that are utilized together for the modeling of the human brain are the basis of the systems which have found their reputation as Neural Networks (NNs). Such systems are extensively used to predict human behavior and the dynamics of natural events around us. The classification of NNs that deals explicitly with the animal brain is known as Artificial Neural Networks (ANNs). In such systems, the main objective is the approximation of the complicated functions with multiple inputs [1]. The general architecture of an ANN in its purest form has been shown in Fig. 1(a). By considering such a model, every circle will represent a neural node, while the arrows are used for the interconnection of the different neurons.

Moreover, one of the famous implementations of such a scheme known as Perceptron can be realized using the architecture of Fig. 1(b). Four essential parts of a Perceptron NN are as follows: 1- The input values that are taken from nature. 2- The weights and bias that emphasize the importance of each input value. 3- The Sum node that accumulates the weighted input values. 4- The Activation Function (AF) that performs the decision task.

The inputs constitute a vector that will be injected into the network. The second stage is the modeling of synaptic operations, while the summations are performed in a node. Finally, the accumulated data are evaluated by AF to classify the input vectors [2].

The first event which put the ANNs in the center of attention was the introduction of the primary computing neuron in 1943 [3]. McCulloch and Pitts set the start point by their research. After that, a variety of models were developed by scientists to describe the mathematical relations for the biological NNs [2]. However, the next step,
which was the hardware realization of ANNs, was boosted by the rapid growth of silicon technologies at the beginning of the 1990s [4, 5]. In recent decay, more researches have been reported in literature where the emphasis was put on power reduction of ANNs [6-11]. The main differences between those works include the type of AF (step or sigmoid function), the accuracy, and the power dissipation of AF. On the other hand, the common point between most of the previous works is the operational principle, which is based on voltage-mode.

However, considering the fact that each neuron is at last composed of one synapse circuit along with the AF block, there will be several choices for implementation of each section [5]. For instance, in [6, 8, 11], the AF circuit was designed in transresistance mode while in [9]; voltage-mode is generally selected for the realization of both synapse and AF. Besides the differences, there must always be excellent compatibility between synapse and AF for the precise operation of the neuron and, thereafter, the whole network [6, 8].

Following the submicron technology advances, especially for Carbon Nanotubes (CNTs) in which their diameter size does not exceed the scale of nanometer [12], more options have been provided for the researchers in size and power reduction of electronic systems. Among the different classes of CNTs, Single-Wall CNTs (SWCNTs) have demonstrated excellent properties making them the right choice for the fabrication of Integrated Circuits (ICs) [13]. However, a long road has been traversed so that CNT Field-Effect Transistor (CNTFET) based circuits came into realization [14].

Nowadays, circuit-level implementation of CNTFET based circuits has found more popularity, and there are several works reported in the literature to fulfill the promise [15, 16]. A similar story also goes on for the hardware realization of ANNs. Those works can be classified into two distinct groups. The first group has focused on
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Fig. 1. General Model of (a) multilayer ANN (b) Perceptron network.
CNTFET modeling with the help of ANNs [17-19], while the researchers of the second group emphasized the design and fabrication of CNTFET based NNs [20-22]. However, the thorough investigation of those works depicts that there are few works that have considered the development of a new architecture for a neuron in CNTFET technology.

In this work, a novel circuit for the AF has been proposed to generate the hyperbolic tangent function. Meanwhile, the synapse circuit reported in [8, 11]; which is an analog multiplier, has been redesigned and adapted with the proposed AF circuit so that a complete architecture of a neuron can be obtained. The designed structures have been simulated using HSPICE for CNTFET 32nm standard process and 0.9V power supply. Low power consumption and high accuracy are the advantages of the proposed neuron. Section 2 pertains to the implementation of the AF and its adaptability with the redesigned synapse circuit. The simulation results, along with comparative analysis, are discussed in section 3. Finally, the conclusions are summarized in section 4.

EXPERIMENTAL

Activation Function Circuit

The most popular class of functions, which is used for the implementation of AF circuits are sigmoid functions [11]. Logistic and hyperbolic tangent functions constitute two common waveforms of this category, and depending on the application, the proper function will be employed. Here, the hyperbolic AF is selected as it can easily be generated by means of differential amplifiers. Such a function is described by the following mathematical expression:

\[ f(t) = \frac{e^t - e^{-t}}{e^t + e^{-t}} = \frac{e^{2t} - 1}{e^{2t} + 1} \]  

(1)

Now if the Bipolar Junction Transistor (BJT) based differential pair of Fig. 2 is considered, the large signal analysis demonstrates that [23]:

\[ I_{C2} - I_{C1} = I_{EE} \tanh \left( \frac{V_{in1} - V_{in2}}{2V_T} \right) \]  

(2)

where \( I_{C1} \) and \( I_{C2} \) represent the collector currents for each transistor, while \( I_{EE} \) defines the bias current. Also, \( V_{in1} \) and \( V_{in2} \) denote the input voltages, and \( V_T \) illustrates the thermal voltage of the BJT. As (2) demonstrates, a hyperbolic expression exists for each differential pair structure. The same hypothesis with more complicated relations can also be proved for Metal–Oxide–Semiconductor (MOS) transistors.

The normalized value of the hyperbolic tangent function is bounded in the interval of -1 and 1. Therefore, the scheme of Fig. 2 is used as the basis for the implementation of the AF circuit. The proposed scheme has been shown in Fig. 3, which is composed of 10 transistors. The core of the structure is formed by \( M_1, M_2, M_3, M_4, \) and...
$M_{in}$, which constitute the differential amplifier. On the other hand, $M_5, M_6, M_7,$ and $M_8$ play the role of the bias circuit for the architecture. In a balanced condition where, $I_{in} = 0$, the same bias current will flow through the differential pair by considering the fact that the size of counterpart transistors ($M_5 - M_6$ and $M_7 - M_8$) are identical. It must be mentioned that $M_9$ acts as a controller to adjust the accuracy of the output waveform.

The input current ($I_{in}$) comes from the synapse circuit. As a consequence, the current of the diode-connected transistor $M_5$, which is denoted by $I_3$ in Fig. 3, will be:

$$I_3 = I_{in} + I_{bias} \tag{3}$$

This current will be copied to $M_3$ via the current source. On the other side, the current passing through $M_5(I_{bias})$ will be equal to $I_{bias}$. Hence, by means of the right-side current mirror, $I_{bias}$ will be copied to $M_3$. The output waveform will be obtained through the drain-source voltage of $M_3(V_{ds3})$. On the other hand, it is obvious that:

$$V_{out} = V_{ds3} = V_{d3} - V_{d4} \tag{4}$$

The diode-connected transistors $M_5$ and $M_6$ will demonstrate resistances equal to $\frac{1}{g_{m3}}$ and $\frac{1}{g_{m4}}$, respectively. Because the differential pair is assumed to be balanced on both sides, then the corresponding sizes of $M_3$ and $M_4$ will be identical. Therefore, it can be written as:

$$\frac{1}{g_{m3}} = \frac{1}{g_{m4}} = R \tag{5}$$

The whole structure is fed via $M_{in}$, which provides the bias current. According to Fig. 3, it is obvious that:

$$I_B = I_1 + I_2 + I_3 + I_4 \tag{6}$$

As discussed in previous paragraphs:

$$\begin{align*}
I_2 &= I_{in} + I_{bias} \\
I_3 &= I_{bias} \\
I_4 &= I_{bias} \tag{7}
\end{align*}$$

Substitution of (7) and (3) in (6), results in:

$$I_B = 2I_{in} + 4I_{bias} \tag{8}$$

Therefore, $I_{in}$ will be equal to:

Fig. 3. The proposed Activation Function circuit.
By means of the obtained value for $I_{in}$, the output voltage of the AF circuit concerning the changes of input current from the synapse can easily be obtained. To do this, (4) can be rewritten as:

$$V_{out} = V_{d3} - V_{d4} = R(I_3 - I_2)$$

and with the help of (7), (10) will be simplified as:

$$V_{out} = -RI_{in} = R\left(2I_{bias} - \frac{I_B}{2}\right)$$

As (11) suggests, along with the increment of input current from the synapse, the output voltage will also rise to high-level value. Also, based on (2), the waveform will have a hyperbolic shape ranging from a fixed negative value to a certain positive constant quantity.

**The synapse and Compatibility Issue**

For the correct operation of the AF, a suitable synapse circuit has to be employed to fill out the architecture of the neuron. It will also help to investigate the precision of AF structure. The simplest structure for implementation of the synapse is the analog multiplier. In this article, the synaptic scheme reported in [8] has been employed due to its higher operating range compared with the other designs. The scheme has been shown in Fig. 4, which is redesigned in CNTFET technology and is adjusted to operate with the power supply of 0.9V.

However, as discussed in the previous section, the adaptability between synapse and AF circuit is an important issue which needs to be analyzed carefully. When a synapse and an AF are connected to each other, there must be no loading effect from the AF circuit on the synapse structure. Because the proposed AF scheme operates in transresistance mode, the output current from synapse will act as the input signal for AF. As a consequence, it is mandatory for the AF to have an input resistance much smaller than the output resistance of the synapse. Fig. 5 illustrates the small-signal equivalent circuit for the proposed AF structure.

According to Fig. 5, the input resistance for the proposed AF circuit will be equal to: 
\[ R_{in} = \frac{1}{g_{m5}} \parallel r_{o8} \]  

(12)

where \( \frac{1}{g_{m5}} \) is the equivalent resistance of the diode-connected transistor \( M_5 \). On the other hand, \( r_{o8} \) represents the drain-source resistance of \( M_8 \). For the typical bias currents, \( r_{o8} \gg \frac{1}{g_{m5}} \) which simplifies (12) to:

\[ R_{in} \cong \frac{1}{g_{m5}} \]  

(13)

On the other side, the output resistance for the synapse circuit will be obtained by the following expression:

\[ R_{out} \cong r_{o19} \parallel r_{o21} \]  

(14)

Comparison of (13) and (14) demonstrates that \( R_{in} \ll R_{out} \). Therefore, it can be stated that there is moderate compatibility between the synapse and AF circuit.

RESULTS AND DISCUSSIONS

Simulations using HSPICE for CNTFET 32nm standard process and 0.9V power supply have been carried out to investigate the correct operation of the designed AF scheme. The result, which is shown in Fig. 6, depicts that the proposed circuit successfully generates hyperbolic tangent waveform on the output nodes.

In order to check the position shifting feature, the bias voltages for \( M_1 \) and \( M_2 (V_{1b}) \) were swept, and the simulations have been performed for different values of \( V_{1b} \). The result, which is demonstrated in Fig. 7, illustrates the programmability feature of the proposed AF circuit. Moreover, the corresponding sizes of \( M_1 \) and \( M_2 \) were changed (by varying the ratio of \( \frac{W}{L} \)) to pursue the capability of the designed scheme for the slope changing of hyperbolic function. To do this, parallel transistors have been utilized to increase the proportional ratio. Fig. 8 shows the result, which justifies the theoretic assumptions.

To calculate the accuracy of the proposed AF circuit, the simulation results obtained from HSPICE were compared with the hyperbolic tangent function. The error function is defined by subtracting the simulation results from the ideal function. The result is shown in Fig. 9, where the error function fluctuates from -9mV to 11mV value. As the value of simulated hyperbolic function ranges from -500mV to 500mV, the following expression will calculate the accuracy of the designed AF circuit:

\[ \text{Accuracy} = \left[ \frac{0.5 - (-0.5)}{0.5 - (-0.5)} \right] \times 100\% = 98\% \]  

(15)
As (15) depicts, the accuracy equal to 98% has been achieved for the designed scheme, which illustrates the superiority of this work over previous structures.

In order to investigate the adaptability between AF function and synapse, the circuits of Fig. 3 and Fig. 4 were cascaded and simulated by varying the control parameters of the synapse circuit ($x$ and $y$). The results for the voltage changes at the output node of the synapse circuit are shown in Fig. 10. As the results demonstrate, the adaptability is at an excellent level, which proves the validity of provided mathematical expressions in the previous section.

Finally, the effect of temperature variations on the designed AF circuit has been analyzed.
To perform this, the temperature was swept from -20 °C to 70 °C in CNTFET technology, and the circuit was simulated using HSPICE. The result, which has been illustrated in Fig. 11, indicates the correct operation of the proposed scheme at a wide temperature range. Moreover, Table 1 summarizes the comparative analysis of this work along with previous designs. As the results indicate, this paper introduces the first implemented neuron in CNTFET technology, while significant optimizations on power consumption and accuracy have been achieved here.

CONCLUSIONS

In this manuscript, a novel architecture for hardware realization of ANNs in CNTFET technology has been introduced. The proposed structure was composed of two building blocks where the AF
Circuit was newly designed, and the synapse was adapted from the previous works. High accuracy and low power consumption were the notable advantages of the proposed AF circuit. Moreover, there was excellent compatibility between synapse and AF, which qualifies this work to be widely employed in the hardware implementation of MLPs. Meanwhile, the programmability feature for the slope and the position shifting enhances the adaptability of the designed neuron for different types of neural systems.

Simulation results using HSPICE for CNTFET 32nm standard process and 0.9V power supply confirm the correct behavior of the designed neuron. According to the results, all of the claimed advantages were completely proved. Also, the power dissipation for the AF circuit was 6.11µW, while the accuracy of 98% has been achieved concerning the ideal hyperbolic tangent function.

Table 1. Comparison of The proposed AF Circuit and Previous works.

<table>
<thead>
<tr>
<th></th>
<th>This Work</th>
<th>[6]</th>
<th>[7]</th>
<th>[8]</th>
<th>[9]</th>
<th>[10]</th>
<th>[11]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process(nm)</td>
<td>32</td>
<td>350</td>
<td>180</td>
<td>350</td>
<td>90</td>
<td>180</td>
<td>180</td>
</tr>
<tr>
<td>Technology</td>
<td>CNTFET</td>
<td>CMOS</td>
<td>CMOS</td>
<td>CMOS</td>
<td>CMOS</td>
<td>CMOS</td>
<td>CMOS</td>
</tr>
<tr>
<td>Programmability</td>
<td>√</td>
<td>×</td>
<td>√</td>
<td>×</td>
<td>√</td>
<td>×</td>
<td>√</td>
</tr>
<tr>
<td>Accuracy</td>
<td>98%</td>
<td>NA</td>
<td>96%</td>
<td>NA</td>
<td>96%</td>
<td>93%</td>
<td>96%</td>
</tr>
<tr>
<td>Transistor Count</td>
<td>10</td>
<td>5</td>
<td>NA</td>
<td>10</td>
<td>6</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Power(µW)</td>
<td>6.11</td>
<td>50</td>
<td>NA</td>
<td>99</td>
<td>473</td>
<td>62.5</td>
<td>72</td>
</tr>
</tbody>
</table>
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